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Abstract

In this paper self-relocated experimental design introduced by Srivastava [1987] has been studied when the life-times of the systems follow generalized exponential distribution. Newton-Raphson method is adopted to obtain the maximum likelihood estimators of the unknown parameters, and the associated standard error. Extensive simulations experiments are conducted to study the performances of the proposed estimators, and also to verify the small sample behaviour of the estimators based on asymptotic results. Further, we study the optimality of the self-relocated design under generalized type-II censoring scheme. Finally, some cost analysis based on simulation study has been carried out.
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1. Introduction

The industrial revolution onwards man has become more and more dependent on “Machine” or “System”. The failure of the machine stops the whole system abruptly. Therefore, it is important to know among the several machines doing the same work, which machine should be faithful or reliable for their daily usage and having minimum maintenance but not unduly expensive. One of the objectives that may be adopted is to select the system having high reliability. This requires results from extensive reliability and life testing experiments. Most commonly used sampling designs in these experiments are type I censoring design (TICD), type II censoring design (TIICD) and random censoring design (RCD) (Balakrishnan and Aggrawala [2012]). To address the problems of reliability of complex systems, Srivastava [1986] had introduced the concept of “Reliability-Oriented-Design” theory, a branch of the general field of the statistical design of the scientific experiments. In this pursuit first he had introduced a new class of designs called Self Relocated Designs (SRD) for comparative experiments in the reliability field, and studied a
subclass of these in detail under exponential distribution. Srivastava [1987, 1989] had studied the same scheme by assuming lifetimes to follow generalized Weibull distribution. Further, he had shown that in general, the scheme improves accuracy and reduces the total expected time under experiment as well as the expected length of the experiment. One may continue the study of SRD by considering gamma distribution as it also includes IFR and DFR life distributions as the members. However, use of gamma distribution is not encouraging as its cumulative distribution is not in the closed form. Recently, Gupta and Kundu [1999] have proposed generalized exponential (GE) distribution which has some common properties of both gamma and Weibull distributions. Further, it enhances its utility for having closed form expression for its cumulative distribution function. There are many properties of the distribution discussed in Gupta and Kundu [1999]. Several authors have worked on GE distribution under various censoring schemes and studied their properties as well as their applications. Nadarajah, S. (2011) provides complete review of GE distribution and related study since its inception. Looking at versatility of the distribution and wide scale applicability, we study the SRD under generalized exponential life distribution. We denote our experimental scheme by SRD21GED. The whole organization of the paper is as below:

In Section 2 we briefly introduce Self Relocated Design of Srivastava [1987]. In Section 3 we give the probability density function, the survival function and the hazard rate of the generalized exponential distribution. We also develop likelihood of SRD21GED. In Section 4 we derive the expressions for maximum likelihood estimators of parameters and their asymptotic variance-covariance matrix when shape parameter of the distribution is known and when it is unknown. Section 5 discusses algorithm for generation of data from SRD21GED and provides iterative procedure for estimation of the parameters through Newton-Raphson method. Further, the tables of ML estimates and their asymptotic standard errors, estimate of reliability and hazard rates and their mean square error at fixed time point are given which are simulated through Monte-Carlo simulation technique for both the cases of shape parameter known and unknown. In Section 6, we discuss likelihood ratio test for simultaneous testing of homogeneity of scale parameters when the shape parameter is known. The cut-off points for the test statistics are obtained through Monte-Carlo simulation. In Section 7, we simulate design optimality criteria for SRD and generalized type II censoring design. In Section 8, cost functions for the problem of planning such experiments are discussed. Some concluding remarks are given in Section 9.
2. Self Relocated Design (SRD)

Consider \( m \) systems of same “capacity” made for the same purpose but of different brands or make. Here we are interested in studying the reliability of these systems for the better choice. This requires some designed experiment which will be terminated at the earlier time such that the life time data provides some meaningful information for the better choice of the system. Many experimental schemes are available in statistics literature like Type I censoring or time censoring, Type II censoring or item censoring, random censoring, progressive censoring, hybrid censoring etc. But most of these censoring schemes are proposed for the study of single population or comparison of two populations. There is very sparse literature on generalization of these concepts to multiple populations. Srivastava [1986], see also Srivastava [1987, 1989], first introduced the SRD mainly for comparison of multiple populations. For completeness purposes, we briefly describe SRD below.

Label the \( m \) brands as \( 1, 2, \ldots, m \). In the identical environment, suppose \( u \) items of each brand are put on a life testing experiment. As and when an unit fails the brand of the corresponding unit is noted, and failure time is also recorded. Further, at the time failure one unit each from the other brands, those have not failed, is randomly dropped so that number units of each brand in the life testing experiment remain constant at any point of time. The experiment is continued till \( G \) failures, \( G \) is utmost equal \( u \), are observed. Schematically the design is as shown below.

Let us consider \( (t_g, i_g) \) where \( t_g \) denote the \( g \)-th failure, \( i_g \) denote the label of the brand of system failed, \( g=1,2,\ldots,G \).

The above design is “self-relocating” in the sense that the items being tested at a particular time depend upon the development of the (life) test itself. This design is suggested by Srivastava [1986] and denoted it by SRD21, the 2 in 21 denoting the fact the number of items being tested is decreasing with time, and 1 in 21 indicating removal of one unit each
from those brands from which unit did not fail at that time. In this paper authors consider SRD21GED model, which means we are considering the design SRD21 with the further assumption that the life time obey the "Generalized Exponential Distribution" (denoted by GED), as discussed in the next section.

3. Development of Likelihood Function for SRD21GED under Generalized Exponential Distribution

3.1 Generalized Exponential Distribution

Consider an item whose life time is denoted by \( T \). The random variable \( T \) is assumed to have generalized exponential distribution (GE), as defined by Gupta and Kundu [1999], with distribution function

\[
F(t; \alpha, \beta) = \left(1 - e^{-\beta t}\right)^\alpha \quad (t > 0, \alpha > 0, \beta > 0).
\]  

(3.1)

The corresponding density function is given by

\[
f(t; \alpha, \beta) = \alpha \beta (1 - e^{-\beta t})^{\alpha-1} e^{-\beta t} \quad (t > 0, \alpha > 0, \beta > 0).
\]

(3.2)

Here \( \alpha \) is shape parameter, \( \beta \) is a scale parameter. We denote the GE distribution with shape parameter \( \alpha \) and scale parameter \( \beta \) as GE (\( \alpha, \beta \)).

Then the reliability function is

\[
\bar{F}(t) = P(T > t) = 1 - \left(1 - e^{-\beta t}\right)^\alpha
\]

(3.3)

and the hazard function is

\[
h(t) = \alpha \beta \left[ \frac{e^{-\beta t}}{1 - e^{-\beta t}} \right] \left[ \frac{(1 - e^{-\beta t})^\alpha}{1 - (1 - e^{-\beta t})^\alpha} \right].
\]

(3.4)

If \( Y \) follows GE(\( \alpha, 1 \)), then the corresponding moment generating function, is given by

\[
M(s) = \alpha \int_0^\infty (1 - e^{-y})^{\alpha-1} e^{(y-1)s} dy
\]

\[
= \alpha \int_0^1 (1 - z)^{\alpha-1} z^{-1} dz = \frac{\Gamma(\alpha+1) \Gamma(1-s)}{\Gamma(\alpha-s+1)} \quad s < 1
\]

(3.5)

Differentiating ln\( M(s) \) and evaluating at \( s = 0 \), we get the mean and variance of GE(\( \alpha, 1 \)) as

\[
E(Z) = \psi(\alpha + 1) - \psi(1) \quad \text{and} \quad \text{var}(Z) = \psi'(1) - \psi'(\alpha + 1)
\]

(3.6)

where \( \psi(\cdot) \) is the digamma function and \( \psi'(\cdot) \) is its derivative.
If \( Z \) follows \( GE(\alpha, 1) \), and \( T = \frac{1}{\beta} Z \) then \( T \) follows \( GE(\alpha, \beta) \). Therefore, the mean and variance of \( T \) is given by

\[
E(T) = \frac{\psi(\alpha+1) - \psi(1)}{\beta} \quad \text{and} \quad \text{var}(T) = \frac{\psi(1) - \psi'(\alpha+1)}{\beta^2}.
\] (3.7)

### 3.2 Likelihood Function for SRD21GED

The contribution of the observed system lifetimes in the likelihood can be studied as follows. Let us consider the whole experiment divided into \( G \) stages, the time period for the \( g \)-th (\( g = 1, 2, \ldots, G \)) stage being \( (t_{g-1}, t_g] \). At time \( t_g \), \( g \)-th failure is observed from the systems of type \( i_g \), where \( i_g \) is an integer from 1 to \( m \). This leaves \( u - g + 1 \) surviving systems of type \( i_g \) at time \( t_g \) and remaining \( u - g \) surviving systems of each type \( i, i = 1, 2, \ldots, m; i \neq i_g \). Further, let \( l_g \) be the conditional likelihood for the \( g \)-th stage, given \( t_{g-1} \). Since at \( (t_{g-1} + 0) \), exactly \( u - g + 1 \) systems of each type is alive, we have

\[
l_g = \left( \frac{u - g + 1}{1} \right) \prod_{i=1}^{m} \left[ \frac{1}{1 - e^{-\beta_{ig} t_g}} \right]^{u-g+1} \prod_{i=1}^{m} \left[ \frac{1}{1 - e^{-\beta_{ig} t_g}} \right]^{u-g+1}
\] (3.8)

We shall assume shape parameters are same and scale parameters are different for the lifetimes of different brands which follow the distribution given in (3.2). Then using (3.2) in (3.3) and (3.8) we have,

\[
l_g = \left( \frac{u - g + 1}{1} \right) \alpha \beta_{ig} \left[\frac{e^{-\beta_{ig} t_g}}{1 - e^{-\beta_{ig} t_g}}\right]^{u-g+1} \prod_{i=1}^{m} \left[ \frac{1}{1 - e^{-\beta_{ig} t_g}} \right]^{u-g+1}
\] (3.9)

Let \( L_g \) be the likelihood for the whole experiment, we must have

\[
L_G = \prod_{g=1}^{G} l_g
\]

Therefore, the simplified form of \( L_G \) can be derived as:

\[
L_G = l_1 \cdot l_2 \cdot \ldots \cdot l_G
\]

\[
= \frac{(u)}{1} \frac{(u-1)}{1} \ldots \frac{(u-g+1)}{1} \ldots \frac{(u-G+1)}{1} \alpha \prod_{g=1}^{G} \beta_{ig}
\]

\[
\left( \frac{e^{-\beta_{i_1} t_1}}{1 - e^{-\beta_{i_1} t_1}} \right) \left( \frac{(1 - e^{-\beta_{i_1} t_1})^\alpha}{1 - (1 - e^{-\beta_{i_1} t_1})^\alpha} \right) \left( \frac{e^{-\beta_{i_2} t_2}}{1 - e^{-\beta_{i_2} t_2}} \right) \left( \frac{(1 - e^{-\beta_{i_2} t_2})^\alpha}{1 - (1 - e^{-\beta_{i_2} t_2})^\alpha} \right) \ldots
\]
Define for and .

Substitute where and in equation (3.10), we have

4. Maximum Likelihood Estimation

In this section we obtain maximum likelihood estimates of \( \alpha, \beta_i \) \((i = 1, 2, \ldots, m)\), reliability function, hazard rate and observed Information Matrix under the design.

Using the likelihood function (3.12) the log likelihood function can be written as

\[
\ln L_G = \ln \left( \frac{u!}{(u-G)!} \right) + Gl u + \sum_{i=1}^{m} \delta_i \ln \beta_i - \sum_{g=1}^{G} \sum_{i=1}^{m} (\beta_i \delta_{ig}) t_g \\
- \sum_{g=1}^{G} \ln \left[ 1 - e^{-\left( \sum_{i=1}^{m} \beta_i \delta_{ig} \right) t_g} \right] + \alpha \sum_{g=1}^{G} \ln \left[ 1 - e^{-\left( \sum_{i=1}^{m} \left( \beta_i \delta_{ig} \right) t_g \right)} \right] \\
- \sum_{g=1}^{G} \ln \left[ 1 - \left( 1 - e^{-\left( \sum_{i=1}^{m} \beta_i \delta_{ig} \right) t_g} \right) \right] + \sum_{i=1}^{m} \sum_{g=1}^{G} \ln \left[ 1 - \left( 1 - e^{-\left( \beta_i t_g \right)} \right) \right] + (u-G) \sum_{i=1}^{m} \sum_{g=1}^{G} \ln \left[ 1 - \left( 1 - e^{-\left( \beta_i t_g \right)} \right) \right] \tag{4.1}
\]

Differentiate (4.1) with respect to \( \alpha \) and \( \beta_i \) \((i = 1, 2, \ldots, m)\) we have
The estimates of parameters are obtained in two cases: (i) shape parameter is known and (ii) shape parameter is unknown.

4.1 Maximum Likelihood Estimation when $\alpha$ is Known

The solutions of equation (4.3) can be evaluated numerically by some suitable iterative procedure such as Newton-Raphson method, for given values of $\alpha$. The MLE of $\beta_i$s are obtained as from equations (4.3). The MLEs of Reliability ($R_i(t_i); i=1,2,\ldots,m$) and hazard rate ($h_i(t_i); i=1,2,\ldots,m$) can be evaluated using invariance property of MLEs as

\begin{align*}
\hat{R}_i(t_i) &= 1 - (1 - e^{-\hat{\beta}_i t_i})^\alpha \\
\hat{h}_i(t_i) &= \alpha \hat{\beta}_i \left[ \frac{e^{\hat{\beta}_i t_i}}{1 - e^{\hat{\beta}_i t_i}} \right]^\alpha \left[ \frac{(1 - e^{-\hat{\beta}_i t_i})^\alpha}{1 - (1 - e^{-\hat{\beta}_i t_i})^\alpha} \right] \quad \text{for } i = 1,2,\ldots,m
\end{align*}

4.1.1 Observed Fisher Information Matrix under the Design

To obtain Fisher Information Matrix we take derivatives of equation (4.3) with respect to $\beta_i$; $i = 1,2,\ldots,m$. Therefore we have,
Rate of failures of systems are independent of each type of systems, derivates of equation (4.3) with respect to $\beta_j; j \neq i = 1,2,\ldots, m$ are

\[
\frac{\partial^2 \ln L_G}{\partial \beta_i \partial \beta_j} = 0 \quad \forall j \neq i = 1,2,\ldots, m
\]  

For $\alpha > 2$, the Generalized Exponential family satisfies all the regularity conditions (See Bain, 1978, pp.86-87) in a similar way to the gamma family and the Weibull family, and therefore, we have the following results.

**Theorem 4.1:** For $\alpha > 2$ and $\frac{G}{u}$ kept constant the maximum likelihood estimators $\hat{\beta}$ of $\beta$ are consistent estimators, and $\sqrt{u}(\hat{\beta} - \beta)$ is asymptotically $m$-variate normal with mean $0$ and variance covariance matrix $V^{-1}$, where $V$ is expected value of negative of second derivative matrix of log likelihood with respect to $\beta$.

Note: Since evaluation of expected value is cumbersome we will use sample information matrix $\hat{\Sigma}$ which, under usual regularity conditions, converges asymptotically to Fisher Information Matrix.

### 4.2. Maximum Likelihood Estimation when Shape Parameter $\alpha$ is Unknown

The solutions of equations (4.2-4.3) can be evaluated numerically by some suitable iterative procedure such as Newton-Raphson method, for given values of $(u, G, t_g; g = 1,2,\ldots, G)$. The MLE of $(\alpha, \beta)$ are obtained as $(\hat{\alpha}, \hat{\beta})$ from equations (4.2-4.3). The MLEs of Reliability $(R_i(t_i); i = 1,2,\ldots, m)$ and hazard rate $(h_i(t_i); i = 1,2,\ldots, m)$ can be evaluated using invariance property of MLEs as

\[
\hat{R}_i(t_i) = 1 - (1 - e^{-\hat{\beta}_i t_i})^\hat{\alpha}
\]  

for $i = 1,2,\ldots, m$  \hspace{1cm} (4.6)
\[ \hat{h}_i(t_i) = \frac{e^{-\beta_i t_i}}{1 - e^{-\beta_i t_i}} \left( \frac{1 - e^{-\beta_i t_i}}{1 - e^{-\beta_i t_i}} \right)^{2} \quad \text{for } i = 1, \ldots, m \]  

(4.9)

4.2.1. Observed Fisher Information Matrix under Design

To obtain Fisher Information Matrix we take derivatives of equation (4.2) and (4.3) with respect to \( \alpha, \beta_i; i = 1,2, \ldots, m \). Therefore we have,

\[ \frac{\partial^2 \ln L_G}{\partial \alpha^2} = -\frac{G}{\alpha^2} + \sum_{g=1}^{G} \ln \left\{ \frac{1 - e^{-\left(\sum_{j=1}^{m} \beta_j \delta_{ij} \right) t_g}}{1 - e^{-\beta_i t_g}} \right\} \]

\[ -\sum_{i=1}^{m} \sum_{g=1}^{G} \ln \left\{ \frac{(1 - e^{-\beta_i t_g})^2}{1 - e^{-\beta_i t_g}} \right\} \]

\[ - (u - G) \sum_{i=1}^{m} \ln \left\{ \frac{(1 - e^{-\beta_i t_g})^2}{1 - e^{-\beta_i t_g}} \right\} \quad \text{(4.10)} \]

\[ \frac{\partial^2 \ln L_G}{\partial \alpha \partial \beta_i} = \sum_{g=1}^{G} \left\{ \frac{\beta_{ig} t_g e^{-\left(\sum_{j=1}^{m} \beta_j \delta_{ij} \right) t_g}}{1 - e^{-\left(\sum_{j=1}^{m} \beta_j \delta_{ij} \right) t_g}} \right\} \]

\[ + \alpha \sum_{g=1}^{G} \left\{ \beta_{ig} t_g e^{-\left(\sum_{j=1}^{m} \beta_j \delta_{ij} \right) t_g} \left[ 1 - e^{-\left(\sum_{j=1}^{m} \beta_j \delta_{ij} \right) t_g} \right]^{a-1} \right\} \]

\[ \frac{1 - e^{-\left(\sum_{j=1}^{m} \beta_j \delta_{ij} \right) t_g}}{a} \quad \text{(4.13)} \]

Derivatives of equation (4.3) with respect to \( \beta_i; i = 1,2, \ldots, m \) and \( \beta_j; j \neq i = 1,2, \ldots, m \) are given in equations (4.6) and (4.7) respectively.

Therefore, we have the following results.

**Theorem 4.2:** For \( \alpha > 2 \) and \( \frac{G}{u} \) kept constant the maximum likelihood estimators \((\hat{\alpha}, \hat{\beta})\) of \((\alpha, \beta)\) are consistent estimators, and \( \sqrt{u}(\hat{\alpha} - \alpha, \hat{\beta} - \beta) \) is asymptotically \((m+1)\) multivariate normal with mean \((0,0)\) and variance covariance variance covariance matrix
$W^{-1}$, where $W$ is expected value of negative of second derivative matrix of log likelihood with respect to $(\alpha, \beta)$.

Note: As earlier case, we will use sample information matrix $\tilde{W}$ which, under usual regularity conditions, converges asymptotically to Fisher Information Matrix.

5. Algorithm, Numerical Exploration and Conclusions

In this Section, a Monte Carlo simulation study is conducted to compare the performance of the estimates developed in the previous sections. Maximum likelihood estimates are obtained for observations generated through Self Relocated Design when numbers of systems to be compared are 2 and 3 for known as well as unknown shape parameter having failure distribution $GED(\alpha, \beta_i); \ i = 1, 2, \ldots, m$. All calculations are performed on the $R$-language version- R.2.12.0.

5.1 Known Shape Parameter

In this section, we carry out simulation study for two sets of parameter values $m = 2, \alpha = 2.5, \beta_1 = 1.5, \beta_2 = 1.3$ and for $m = 3, \alpha = 2.5, \beta_1 = 1.5, \beta_2 = 1.3, \beta_3 = 1.4$. The simulation is carried out for different values of $u$ and $G$. We simulate 1000 samples for each case. The simulation results are summarized in Table I and Table II. The values $\alpha$ are taken larger than 2 as per the suggestion given in Gupta and Kundu [1999]. To carry out our objective we proceed through following algorithm.

Step 1: Taking $m = 2, \alpha = 2.5, \beta_1 = 1.5, \beta_2 = 1.3$ we generate $u$ random numbers from $GE(\alpha, \beta_1, \beta_2, \ldots, \beta_m)$ for each type of systems. The same is repeated for the parameters $m = 3, \alpha = 2.5, \beta_1 = 1.5, \beta_2 = 1.3, \beta_3 = 1.4$.

Step 2: Generate SRD observations using the technique discussed in Section 2. The generate observations are as below.

- The $G$ failure times $(t_1, t_2, \ldots, t_G)$.
- The system types those fail or those are withdrawn per the scheme at $t_1, t_2, \ldots, t_G$ are recorded in matrix of order $G \times m$: The $(i, j)$-th element is 1 if at time $t_i$ a $j$-th type system fails and is 0 if $j$-th system is withdrawn.

Step 3: Obtain initial estimate of parameters $\beta_i; i = 1, 2, \ldots, m$ by substituting $\alpha = 1$ in equation (4.3). For $\alpha = 1$ the maximum likelihood estimates of $\beta_i$'s are

$$\hat{\beta}_{i0} = \frac{\delta_i}{\sum_{g=1}^{G} \delta_g \tau_g + (u-G) \tau_G}, \ i = 1, 2, \ldots, m$$
Step 4: Obtain initial value of sample information matrix $\tilde{V}$ using the value obtained in Step 3 and also obtains the score vector $S' = \left( \frac{\partial l}{\partial \beta_1}, \frac{\partial l}{\partial \beta_2}, \ldots, \frac{\partial l}{\partial \beta_m} \right)$

Step 5: Use Newton-Raphson iterative method
$$\hat{\beta}_{New} = \hat{\beta}_{Old} + \tilde{V}^{-1} \left( \hat{\beta}_{Old} \right) * S$$

Step 6: Repeat the Step 5 until the $\sum_{i=1}^{m} |\hat{\beta}_{New} - \hat{\beta}_{Old}| < \epsilon$ where $\epsilon$ is very small predefined quantity.

Step 7: Repeat the procedures in Step 1 to Step 6 for $n = 1000$ times and obtain the following quantities.

(a) $EV_i = \frac{\sum_{j=1}^{n} \tilde{a}_{ij}}{n}$

(b) Mean Squared Error, $MSE_i = \frac{\sum_{j=1}^{n} (\tilde{a}_{ij} - \beta_i)^2}{n}$ where $\beta_i; i = 1,2,\ldots,m$ the values of parameters given in Step 1.

(c) Average of variance-covariance matrices computed for different simulated samples, say $V_{\epsilon}$

(d) Reliability functions $\tilde{R}_{ij}(t_i)$ and hazard rate $\tilde{h}_{ij}(t_i); i = 1,2,\ldots,m; j = 1,2,\ldots,n$ evaluate using equations (4.5-4.6) and corresponding $MSEs$ are $\frac{\sum_{i=1}^{n} (\tilde{R}_{ij}(t_i) - R_i(t_i))^2}{n}$ and $\frac{\sum_{i=1}^{n} (\tilde{h}_{ij}(t_i) - h_i(t_i))^2}{n}$ respectively.

Step 8: Obtain Standard Error (SE) of estimates by taking square root of diagonal elements of $V_{\epsilon}$.
### Table 1

Maximum likelihood estimate of parameters, reliability and hazard rates and their efficiency measures. 

\( m = 2, \alpha = 2.5, \beta_1 = 1.5, \beta_2 = 1.3 \) and \( t = (0.6536, 0.9849), R(t) = (0.5570, 0.5570), h(t) = (0.8291, 0.7165) \)

<table>
<thead>
<tr>
<th>( u )</th>
<th>( G )</th>
<th>( \hat{\beta}_1 )</th>
<th>( \hat{\beta}_2 )</th>
<th>( \hat{\beta}_3 )</th>
<th>( R_1(t_1) )</th>
<th>( R_2(t_2) )</th>
<th>( h_1(t_1) )</th>
<th>( h_2(t_2) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>12</td>
<td>EV</td>
<td>1.5366</td>
<td>1.5240</td>
<td>0.5531</td>
<td>0.5576</td>
<td>0.8912</td>
<td>0.7693</td>
<td></td>
</tr>
<tr>
<td>24</td>
<td>EV</td>
<td>1.5192</td>
<td>1.3227</td>
<td>0.5542</td>
<td>0.5526</td>
<td>0.8606</td>
<td>0.7546</td>
<td></td>
</tr>
<tr>
<td>36</td>
<td>EV</td>
<td>0.0646</td>
<td>0.0605</td>
<td>0.0080</td>
<td>0.0100</td>
<td>0.0748</td>
<td>0.0699</td>
<td></td>
</tr>
<tr>
<td>48</td>
<td>EV</td>
<td>1.5154</td>
<td>1.3083</td>
<td>0.5545</td>
<td>0.5568</td>
<td>0.8537</td>
<td>0.7354</td>
<td></td>
</tr>
<tr>
<td>60</td>
<td>EV</td>
<td>0.0476</td>
<td>0.0390</td>
<td>0.0059</td>
<td>0.0066</td>
<td>0.0553</td>
<td>0.0446</td>
<td></td>
</tr>
<tr>
<td>72</td>
<td>EV</td>
<td>0.2120</td>
<td>0.1999</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>84</td>
<td>EV</td>
<td>1.5056</td>
<td>1.3085</td>
<td>0.5572</td>
<td>0.5569</td>
<td>0.8414</td>
<td>0.7336</td>
<td></td>
</tr>
<tr>
<td>96</td>
<td>EV</td>
<td>0.0355</td>
<td>0.0295</td>
<td>0.0045</td>
<td>0.0050</td>
<td>0.0404</td>
<td>0.0338</td>
<td></td>
</tr>
</tbody>
</table>

### Table 2

Maximum likelihood estimate of parameters, reliability and hazard rates and their efficiency measures. 

\( m = 3, \alpha = 2.5, \beta_1 = 1.5, \beta_2 = 1.3, \beta_3 = 1.4 \), \( t = (0.8536, 0.9849, 0.9146), R(t) = (0.5570, 0.5570, 0.5570), h(t) = (0.8291, 0.7165, 0.7738) \)

<table>
<thead>
<tr>
<th>( u )</th>
<th>( G )</th>
<th>( \hat{\beta}_1 )</th>
<th>( \hat{\beta}_2 )</th>
<th>( \hat{\beta}_3 )</th>
<th>( R_1(t_1) )</th>
<th>( R_2(t_2) )</th>
<th>( R_3(t_3) )</th>
<th>( h_1(t_1) )</th>
<th>( h_2(t_2) )</th>
<th>( h_3(t_3) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>24</td>
<td>EV</td>
<td>1.5245</td>
<td>1.3081</td>
<td>1.4197</td>
<td>0.5540</td>
<td>0.5603</td>
<td>0.5555</td>
<td>0.8711</td>
<td>0.7436</td>
<td>0.8109</td>
</tr>
<tr>
<td>36</td>
<td>EV</td>
<td>1.5129</td>
<td>1.3100</td>
<td>1.4064</td>
<td>0.5564</td>
<td>0.5573</td>
<td>0.5585</td>
<td>0.8533</td>
<td>0.7409</td>
<td>0.7908</td>
</tr>
<tr>
<td>48</td>
<td>EV</td>
<td>0.0642</td>
<td>0.0560</td>
<td>0.0550</td>
<td>0.0078</td>
<td>0.0092</td>
<td>0.0078</td>
<td>0.0739</td>
<td>0.0639</td>
<td>0.0635</td>
</tr>
<tr>
<td>60</td>
<td>EV</td>
<td>0.2453</td>
<td>0.2335</td>
<td>0.2391</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>72</td>
<td>EV</td>
<td>1.5132</td>
<td>1.3142</td>
<td>1.3997</td>
<td>0.5549</td>
<td>0.5545</td>
<td>0.5603</td>
<td>0.8507</td>
<td>0.7420</td>
<td>0.7824</td>
</tr>
<tr>
<td>84</td>
<td>EV</td>
<td>0.0424</td>
<td>0.0413</td>
<td>0.0450</td>
<td>0.0054</td>
<td>0.0068</td>
<td>0.0066</td>
<td>0.0483</td>
<td>0.0474</td>
<td>0.0503</td>
</tr>
<tr>
<td>96</td>
<td>EV</td>
<td>0.2118</td>
<td>0.2017</td>
<td>0.2061</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>24</td>
<td>EV</td>
<td>1.5082</td>
<td>1.3070</td>
<td>1.400</td>
<td>0.5563</td>
<td>0.5680</td>
<td>0.5596</td>
<td>0.8443</td>
<td>0.7329</td>
<td>0.7811</td>
</tr>
<tr>
<td>36</td>
<td>EV</td>
<td>0.0361</td>
<td>0.0328</td>
<td>0.0364</td>
<td>0.0046</td>
<td>0.0056</td>
<td>0.0054</td>
<td>0.0411</td>
<td>0.0371</td>
<td>0.0411</td>
</tr>
<tr>
<td>48</td>
<td>EV</td>
<td>0.1886</td>
<td>0.1795</td>
<td>0.1838</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>60</td>
<td>EV</td>
<td>1.5130</td>
<td>1.3008</td>
<td>1.4042</td>
<td>0.5543</td>
<td>0.5589</td>
<td>0.5573</td>
<td>0.8484</td>
<td>0.7251</td>
<td>0.7834</td>
</tr>
<tr>
<td>72</td>
<td>EV</td>
<td>0.0312</td>
<td>0.0273</td>
<td>0.0266</td>
<td>0.0040</td>
<td>0.0047</td>
<td>0.0039</td>
<td>0.0359</td>
<td>0.0310</td>
<td>0.0303</td>
</tr>
<tr>
<td>84</td>
<td>EV</td>
<td>0.1724</td>
<td>0.1636</td>
<td>0.1679</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>96</td>
<td>EV</td>
<td>1.4955</td>
<td>1.2996</td>
<td>1.4074</td>
<td>0.5602</td>
<td>0.5589</td>
<td>0.5558</td>
<td>0.8289</td>
<td>0.7225</td>
<td>0.7861</td>
</tr>
<tr>
<td>24</td>
<td>EV</td>
<td>0.0257</td>
<td>0.0213</td>
<td>0.0233</td>
<td>0.0033</td>
<td>0.0037</td>
<td>0.0034</td>
<td>0.0290</td>
<td>0.0241</td>
<td>0.0268</td>
</tr>
<tr>
<td>36</td>
<td>EV</td>
<td>0.1584</td>
<td>0.1509</td>
<td>0.1551</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>48</td>
<td>EV</td>
<td>1.5048</td>
<td>1.2974</td>
<td>1.4011</td>
<td>0.5560</td>
<td>0.5598</td>
<td>0.5582</td>
<td>0.8380</td>
<td>0.7202</td>
<td>0.7795</td>
</tr>
<tr>
<td>60</td>
<td>EV</td>
<td>0.0231</td>
<td>0.0211</td>
<td>0.0229</td>
<td>0.0028</td>
<td>0.0037</td>
<td>0.0034</td>
<td>0.0240</td>
<td>0.0239</td>
<td>0.0260</td>
</tr>
<tr>
<td>72</td>
<td>EV</td>
<td>0.1485</td>
<td>0.1411</td>
<td>0.1448</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>
The conclusions for these studies are given below.

We observe that for the known shape parameter \( \alpha \), the means of MLEs for scale parameters \( \beta_i; i = 1,2,\ldots,m \), the reliability characteristics and hazard rates are very close to true value. At average mean square errors are relatively small. Further we observe that the estimates and standard/mean square error are decreasing functions of number \( u \) of each systems put on test. Thus it may concluded that instead usual censoring schemes, present scheme can effectively implemented in simultaneously studying the reliability several types of systems.

### 5.2 Unknown Shape Parameter

Similar study, with not much change in the algorithm, one can make simulation study for the case of unknown shape parameter. We make simulation studies for the set of parameters \( m = 2, \alpha = 2.5, \beta_1 = 1.5, \beta_2 = 1.3, t = (0.8536, 0.9849), m = 3, \alpha = 2.5, \beta_1 = 1.5, \beta_2 = 1.3, \beta_3 = 1.4, t = (0.8536, 0.9849, 0.9146) \) by taking \( n = 1000 \).

### Table 3

<table>
<thead>
<tr>
<th>( u )</th>
<th>( G )</th>
<th>( \hat{\alpha} )</th>
<th>( \hat{\beta}_1 )</th>
<th>( \hat{\beta}_2 )</th>
<th>( \hat{R}_1(t_1) )</th>
<th>( \hat{R}_2(t_2) )</th>
<th>( \hat{h}_1(t_1) )</th>
<th>( \hat{h}_2(t_2) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>24</td>
<td>24</td>
<td>2.9074</td>
<td>1.6450</td>
<td>1.4276</td>
<td>0.5487</td>
<td>0.5487</td>
<td>0.9574</td>
<td>0.8357</td>
</tr>
<tr>
<td>36</td>
<td>36</td>
<td>1.1995</td>
<td>0.2037</td>
<td>0.1719</td>
<td>0.0095</td>
<td>0.0101</td>
<td>0.1718</td>
<td>0.1445</td>
</tr>
<tr>
<td>48</td>
<td>48</td>
<td>0.9504</td>
<td>0.4082</td>
<td>0.3843</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>60</td>
<td>60</td>
<td>2.7737</td>
<td>1.5886</td>
<td>1.3947</td>
<td>0.5564</td>
<td>0.5501</td>
<td>0.9032</td>
<td>0.8054</td>
</tr>
<tr>
<td>72</td>
<td>72</td>
<td>0.5800</td>
<td>0.1185</td>
<td>0.1130</td>
<td>0.0061</td>
<td>0.0071</td>
<td>0.0961</td>
<td>0.0965</td>
</tr>
<tr>
<td>84</td>
<td>84</td>
<td>0.9603</td>
<td>0.3239</td>
<td>0.3062</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>96</td>
<td>96</td>
<td>2.6813</td>
<td>1.5523</td>
<td>1.3574</td>
<td>0.5585</td>
<td>0.5540</td>
<td>0.8717</td>
<td>0.7701</td>
</tr>
</tbody>
</table>
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In the presence of unknown shape parameter $\alpha$, from Table 3 and Table 4, it is seen that the MLEs of scale parameters $\beta_i; i = 1, 2, \ldots, m$, the reliability characteristics and hazard rate are reaching close to their true values. However the convergence rate is slow compared to the convergence rate when shape parameter $\alpha$ is known. Perhaps, it may be the effect of estimate of unknown shape parameter $\alpha$. Further we can say, somewhat large sample size is required than what we consider for the estimates to reach their true values.

6. Testing of Hypotheses

The proposed design will have significance only when we are able to ascertain that the $m$ type of systems are not all have identical life time. This can be done by developing ANOVA approach for the proposed design. However, we will utilize likelihood approach to develop a test. The testing hypothesis problem is to test

$$H_0: \beta_1 = \beta_2 = \cdots = \beta_m = \beta \quad \text{against} \quad H_1: \beta_i \neq \beta_j \text{ for at least one pair } (i,j), i \neq j. \quad (6.1)$$

As we are considering maximum likelihood estimation, the use likelihood ratio test is much convenient. The test statistic is

$$\lambda_{LR} = \frac{\max_{\alpha, \beta} L(t, \beta, \alpha)}{\max_{\alpha, \beta} L(t, \tilde{\beta}, \alpha)}$$
The test based on \(-2 \ln (\hat{\lambda}_{LR})\) rejects $H_0$ in support of $H_1$ if it is larger than upper $\alpha$th cut point of chi-square distribution $(m-1)$ degrees of freedom.

### 6.1 Computation of Likelihood under $H_0$

The log likelihood $\ln L_G$ under null hypothesis from equation (4.1) we have,

\[
\ln L_G = \ln(\text{const}) + G(\ln \alpha + \ln \beta) - \beta \sum_{g=1}^{G} t_g + (\alpha - 1) \sum_{g=1}^{G} \ln(1 - e^{-\beta t_g})
\]

\[
+ (m - 1) \sum_{g=1}^{G} \ln \left[ 1 - (1 - e^{-\beta t_g})^\alpha \right] + m(u - G) \ln \left[ 1 - (1 - e^{-\beta t_G})^\alpha \right] \tag{6.2}
\]

Differentiate (6.2) with respect to $\alpha$ and $\beta$ we get,

\[
\frac{\partial \ln L_G}{\partial \alpha} = \frac{G}{\alpha} + \sum_{g=1}^{G} \ln(1 - e^{-\beta t_g}) - (m - 1) \sum_{g=1}^{G} \frac{(1 - e^{-\beta t_g})^\alpha \ln(1 - e^{-\beta t_g})}{[1 - (1 - e^{-\beta t_G})^\alpha]}
\]

\[
- m(u - G) \frac{(1 - e^{-\beta t_G})^\alpha \ln(1 - e^{-\beta t_G})}{[1 - (1 - e^{-\beta t_G})^\alpha]} \tag{6.3}
\]

\[
\frac{\partial \ln L_G}{\partial \beta} = G - \sum_{g=1}^{G} t_g + (\alpha - 1) \sum_{g=1}^{G} \frac{e^{-\beta t_g}}{1 - e^{-\beta t_g}}
\]

\[
- (m - 1) \alpha \sum_{g=1}^{G} \frac{(1 - e^{-\beta t_g})^{\alpha - 1} \ln(1 - e^{-\beta t_g})}{[1 - (1 - e^{-\beta t_G})^\alpha]}
\]

\[
- m \alpha (u - G) t_G \frac{(1 - e^{-\beta t_G})^{\alpha - 1} \ln(1 - e^{-\beta t_G})}{[1 - (1 - e^{-\beta t_G})^\alpha]} \tag{6.4}
\]

Differentiate (6.3) and (6.4) with respect to $(\alpha, \beta)$ and $\beta$ respectively we have

\[
\frac{\partial^2 \ln L_G}{\partial \alpha^2} = - \frac{G}{\alpha^2} - (m - 1) \sum_{g=1}^{G} \frac{(1 - e^{-\beta t_g})^\alpha [\ln(1 - e^{-\beta t_g})]^2}{[1 - (1 - e^{-\beta t_G})^\alpha]^2}
\]

\[
- m(u - G) \frac{(1 - e^{-\beta t_G})^\alpha [\ln(1 - e^{-\beta t_G})]^2}{[1 - (1 - e^{-\beta t_G})^\alpha]^2} \tag{6.5}
\]

\[
\frac{\partial^2 \ln L_G}{\partial \alpha \partial \beta} = \sum_{g=1}^{G} t_g \left[ \frac{e^{-\beta t_g}}{1 - e^{-\beta t_g}} \right]
\]

\[
- (m - 1) \alpha \sum_{g=1}^{G} t_g \left[ \frac{e^{-\beta t_g} (1 - e^{-\beta t_G})^{\alpha - 1}}{[1 - (1 - e^{-\beta t_G})^\alpha]^2} \right] \left[ \frac{1 - (1 - e^{-\beta t_G})^\alpha}{\alpha} + \ln(1 - e^{-\beta t_G}) \right]
\]

\[
- m \alpha (u - G) t_G \left[ \frac{e^{-\beta t_G} (1 - e^{-\beta t_G})^{\alpha - 1}}{[1 - (1 - e^{-\beta t_G})^\alpha]^2} \right] \left[ \frac{1 - (1 - e^{-\beta t_G})^\alpha}{\alpha} + \ln(1 - e^{-\beta t_G}) \right] \tag{6.6}
\]
The likelihood equation (6.4) is not mathematically tractable for known as well as unknown shape parameter we use the Newton-Raphson method to obtain the estimate of parameter $\beta$. Here we deal with only known shape parameter.

We demonstrate the test procedure for $m=2$. We generate data under our design for the parameter values under $H_1: \alpha = 2.5, \beta_1 = 1.5, \beta_2 = 1$. Then carryout the test procedure as suggested above. The procedure is repeated for the different choices of $u$ and $G$. The results are produced in the table.

<table>
<thead>
<tr>
<th>$u$</th>
<th>$G$</th>
<th>$\beta$</th>
<th>$\hat{\beta}_1$</th>
<th>$\hat{\beta}_2$</th>
<th>$LL_{H_1}$</th>
<th>$LL_{H_2}$</th>
<th>$\chi^2$</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>12</td>
<td>24</td>
<td>1.4729</td>
<td>1.5916</td>
<td>1.3466</td>
<td>6.83</td>
<td>6.94</td>
<td>0.2204</td>
<td>0.6387</td>
</tr>
<tr>
<td>24</td>
<td>24</td>
<td>1.3335</td>
<td>1.4193</td>
<td>1.2457</td>
<td>26.99</td>
<td>27.13</td>
<td>0.2727</td>
<td>0.6016</td>
</tr>
<tr>
<td>36</td>
<td>36</td>
<td>1.3136</td>
<td>1.5323</td>
<td>1.0758</td>
<td>46.91</td>
<td>48.34</td>
<td>2.8597</td>
<td>0.0908</td>
</tr>
<tr>
<td>48</td>
<td>48</td>
<td>1.3464</td>
<td>1.5712</td>
<td>1.1051</td>
<td>84.33</td>
<td>86.26</td>
<td>3.8524</td>
<td>0.0497</td>
</tr>
<tr>
<td>60</td>
<td>60</td>
<td>1.2374</td>
<td>1.5098</td>
<td>0.9334</td>
<td>108.24</td>
<td>112.58</td>
<td>8.6727</td>
<td>0.0032</td>
</tr>
<tr>
<td>72</td>
<td>72</td>
<td>1.2678</td>
<td>1.5005</td>
<td>1.0118</td>
<td>145.43</td>
<td>148.99</td>
<td>7.1088</td>
<td>0.0076</td>
</tr>
<tr>
<td>84</td>
<td>84</td>
<td>1.2411</td>
<td>1.5012</td>
<td>0.9656</td>
<td>179.46</td>
<td>184.60</td>
<td>10.274</td>
<td>0.0013</td>
</tr>
<tr>
<td>96</td>
<td>96</td>
<td>1.3024</td>
<td>1.5024</td>
<td>1.088</td>
<td>214.37</td>
<td>217.58</td>
<td>6.412</td>
<td>0.0011</td>
</tr>
</tbody>
</table>

From the above table we infer that the power the test is poor for small sizes. However the as sample size becomes 48(total number failures observed irrespective type of systems) it exhibits its power in identifying the alternative. The problem of obtaining a test for small sizes is still open research. The consistency of the test is also inferred as sample size tends to 96 the p value becomes almost zero up to two digits.

7. Design Optimality Criteria

In this Section, three optimality criteria namely; “A-optimality”, “D-optimality” and “E-optimality” for SRD21GED are discussed. For details one may refer Shah, K. R. et al. (1989). These optimality criteria respectively defined as

**A – Optimality Criterion:** The design is said to be an A-optimal if it minimizes the trace of inverse of information matrix or trace of estimate of variance-covariance matrix of estimators’ i.e. $tr(\hat{V}^{-1})$. 

$$
\frac{\partial^2 \ln L}{\partial \beta^2} = -\frac{G}{\beta^2} - (m-1)\alpha \sum_{g=1}^{G} \left[ \frac{g^2 e^{-\beta g} (1 - e^{-\beta g})^{g-2}}{[1 - (1 - e^{-\beta g})^g]^2} \right] \left[ \alpha e^{-\beta g} - 1 + (1 - e^{-\beta g})^g \right]
$$

$$
-m\alpha (u - G) \left[ \frac{\alpha e^{-\beta g} - 1 + (1 - e^{-\beta g})^g}{[1 - (1 - e^{-\beta g})^g]^2} \right]
$$

(6.7)
**D – Optimality Criterion:** The design is said to be D-optimal if it minimizes the determinant of inverse of information matrix or determinant of estimate of variance-covariance matrix of estimators’ i.e. $\text{tr}(\hat{V}^{-1})$.

**E – Optimality Criterion:** The design is said to be E-optimal if it maximizes the minimum eigen-values of the information matrix ($\hat{V}$).

The variance-covariance matrix of estimates are not mathematically tractable we simulate it using Monte-Carlo technique for both cases when shape parameter is known and when it is unknown. Further we obtain optimality criterion (A, D and E) for the number of units $u$ changes from 12 to 96. The simulated results are given in Table 6 and Table 7 for known shape parameter and in Table 8 and Table 9 for unknown shape parameter.

**Table 6**

Optimality Criteria for Self Relocated Design and Generalized Type II Censoring Design for Known Shape Parameter

<table>
<thead>
<tr>
<th>$u$</th>
<th>$G$</th>
<th>$A$</th>
<th>$D$</th>
<th>$E$</th>
<th>$A$</th>
<th>$D$</th>
<th>$E$</th>
</tr>
</thead>
<tbody>
<tr>
<td>12</td>
<td>12</td>
<td>0.2690</td>
<td>0.01800</td>
<td>7.0185</td>
<td>0.2767</td>
<td>0.01885</td>
<td>6.439</td>
</tr>
<tr>
<td>24</td>
<td>24</td>
<td>0.1298</td>
<td>0.00420</td>
<td>14.612</td>
<td>0.1261</td>
<td>0.00389</td>
<td>13.818</td>
</tr>
<tr>
<td>36</td>
<td>36</td>
<td>0.0845</td>
<td>0.00180</td>
<td>22.26</td>
<td>0.0822</td>
<td>0.00166</td>
<td>21.368</td>
</tr>
<tr>
<td>48</td>
<td>48</td>
<td>0.0630</td>
<td>0.00090</td>
<td>30.04</td>
<td>0.0601</td>
<td>0.00089</td>
<td>29.240</td>
</tr>
<tr>
<td>60</td>
<td>60</td>
<td>0.0500</td>
<td>0.00060</td>
<td>37.618</td>
<td>0.0477</td>
<td>0.00056</td>
<td>36.496</td>
</tr>
<tr>
<td>72</td>
<td>72</td>
<td>0.0419</td>
<td>0.00040</td>
<td>45.22</td>
<td>0.0396</td>
<td>0.00038</td>
<td>44.053</td>
</tr>
<tr>
<td>84</td>
<td>84</td>
<td>0.0359</td>
<td>0.00030</td>
<td>52.5</td>
<td>0.0335</td>
<td>0.00028</td>
<td>52.356</td>
</tr>
<tr>
<td>96</td>
<td>96</td>
<td>0.0313</td>
<td>0.00024</td>
<td>60.60</td>
<td>0.0296</td>
<td>0.00022</td>
<td>59.172</td>
</tr>
</tbody>
</table>

**Table 7**

Optimality Criteria for Self Relocated Design and Generalized Type II Censoring Design for Known Shape Parameter

<table>
<thead>
<tr>
<th>$u$</th>
<th>$G$</th>
<th>$A$</th>
<th>$D$</th>
<th>$E$</th>
<th>$A$</th>
<th>$D$</th>
<th>$E$</th>
</tr>
</thead>
<tbody>
<tr>
<td>24</td>
<td>24</td>
<td>0.2627</td>
<td>0.00070</td>
<td>10.849</td>
<td>0.2619</td>
<td>0.00065</td>
<td>9.950</td>
</tr>
<tr>
<td>36</td>
<td>36</td>
<td>0.1718</td>
<td>0.00020</td>
<td>16.611</td>
<td>0.1675</td>
<td>0.00017</td>
<td>15.530</td>
</tr>
<tr>
<td>48</td>
<td>48</td>
<td>0.1280</td>
<td>0.00007</td>
<td>22.284</td>
<td>0.1228</td>
<td>0.00007</td>
<td>21.320</td>
</tr>
<tr>
<td>60</td>
<td>60</td>
<td>0.1016</td>
<td>0.00003</td>
<td>28.089</td>
<td>0.0972</td>
<td>0.00003</td>
<td>27.170</td>
</tr>
<tr>
<td>72</td>
<td>72</td>
<td>0.0847</td>
<td>0.00002</td>
<td>33.650</td>
<td>0.0799</td>
<td>0.00002</td>
<td>32.790</td>
</tr>
<tr>
<td>84</td>
<td>84</td>
<td>0.0719</td>
<td>0.00001</td>
<td>39.838</td>
<td>0.0684</td>
<td>0.00001</td>
<td>38.310</td>
</tr>
<tr>
<td>96</td>
<td>96</td>
<td>0.0629</td>
<td>0.00000</td>
<td>45.371</td>
<td>0.0592</td>
<td>0.00001</td>
<td>44.440</td>
</tr>
</tbody>
</table>
Table 8  
Optimality Criteria for Self Relocated Design and Generalized Type II Censoring Design for  
Unknown Shape Parameter  
\( m = 2, \alpha = 2.5, \beta_1 = 1.5, \beta_2 = 1.3, n = 1006, \tau = (0.8536, 0.9849), R(t) = (0.5570, 0.5570), h(t) = (0.8291, 0.7185) \)

<table>
<thead>
<tr>
<th>( u )</th>
<th>( G )</th>
<th>( A )</th>
<th>( D )</th>
<th>( E )</th>
<th>( A )</th>
<th>( D )</th>
<th>( E )</th>
</tr>
</thead>
<tbody>
<tr>
<td>24</td>
<td>24</td>
<td>0.3144</td>
<td>0.01680</td>
<td>4.060</td>
<td>0.6545</td>
<td>0.10511</td>
<td>2.690</td>
</tr>
<tr>
<td>36</td>
<td>36</td>
<td>0.1986</td>
<td>0.00680</td>
<td>6.453</td>
<td>0.3915</td>
<td>0.03766</td>
<td>4.510</td>
</tr>
<tr>
<td>48</td>
<td>48</td>
<td>0.1434</td>
<td>0.00360</td>
<td>8.963</td>
<td>0.2790</td>
<td>0.01907</td>
<td>6.280</td>
</tr>
<tr>
<td>60</td>
<td>60</td>
<td>0.1141</td>
<td>0.00230</td>
<td>11.291</td>
<td>0.2142</td>
<td>0.01123</td>
<td>8.150</td>
</tr>
<tr>
<td>72</td>
<td>72</td>
<td>0.0949</td>
<td>0.00160</td>
<td>13.858</td>
<td>0.1746</td>
<td>0.00748</td>
<td>10.060</td>
</tr>
<tr>
<td>84</td>
<td>84</td>
<td>0.0795</td>
<td>0.00110</td>
<td>16.243</td>
<td>0.1481</td>
<td>0.00537</td>
<td>11.780</td>
</tr>
<tr>
<td>96</td>
<td>96</td>
<td>0.0700</td>
<td>0.00090</td>
<td>18.442</td>
<td>0.1276</td>
<td>0.00400</td>
<td>13.790</td>
</tr>
</tbody>
</table>

Table 9  
Optimality Criteria for Self Relocated Design and Generalized Type II Censoring Design for  
Unknown Shape Parameter  
\( m = 3, \alpha = 2.5, \beta_1 = 1.5, \beta_2 = 1.3, \beta_3 = 1.4, n = 1006, \tau = (0.8536, 0.9849, 0.9146), R(t) = (0.5570, 0.5570, 0.5570), h(t) = (0.8291, 0.7185, 0.7738) \)

<table>
<thead>
<tr>
<th>( u )</th>
<th>( G )</th>
<th>( A )</th>
<th>( D )</th>
<th>( E )</th>
<th>( A )</th>
<th>( D )</th>
<th>( E )</th>
</tr>
</thead>
<tbody>
<tr>
<td>24</td>
<td>24</td>
<td>0.5716</td>
<td>0.00320</td>
<td>2.556</td>
<td>2.1530</td>
<td>0.36212</td>
<td>1.210</td>
</tr>
<tr>
<td>36</td>
<td>36</td>
<td>0.3697</td>
<td>0.00090</td>
<td>5.536</td>
<td>1.940</td>
<td>0.06192</td>
<td>2.220</td>
</tr>
<tr>
<td>48</td>
<td>48</td>
<td>0.2669</td>
<td>0.00030</td>
<td>5.930</td>
<td>0.8149</td>
<td>0.01967</td>
<td>3.260</td>
</tr>
<tr>
<td>60</td>
<td>60</td>
<td>0.2134</td>
<td>0.00020</td>
<td>6.310</td>
<td>0.6131</td>
<td>0.00836</td>
<td>4.300</td>
</tr>
<tr>
<td>72</td>
<td>72</td>
<td>0.1779</td>
<td>0.00009</td>
<td>8.310</td>
<td>0.6242</td>
<td>0.00881</td>
<td>4.170</td>
</tr>
<tr>
<td>84</td>
<td>84</td>
<td>0.1497</td>
<td>0.00005</td>
<td>9.894</td>
<td>0.4156</td>
<td>0.00260</td>
<td>6.290</td>
</tr>
<tr>
<td>96</td>
<td>96</td>
<td>0.1381</td>
<td>0.00004</td>
<td>11.236</td>
<td>0.3615</td>
<td>0.00171</td>
<td>7.180</td>
</tr>
</tbody>
</table>

From the Table 6 to Table 9 we have the following comparison of SRD and generalized Type II censoring.

i. The performance SRD and generalized Type II censoring designs are same with respect to A-optimality and D-optimality criteria when shape parameter is assumed to be known.

ii. In the case of unknown shape parameter SRD is both A-optimal and D-optimal.

iii. SRD is always E-optimal as compared to generalized Type II censoring.

8. The Cost Function

Here, we reproduce the cost function in Section 8.1 and Section 8.2, suggested by Srivastava (1987) with some changes in notation for simulation study purpose.

8.1 The Cost Function under SRD

Suppose we start with \( u \) machines of each of the \( m \) types. Let \( C_1 \) be the cost involved with the failure of a machine irrespective of types. For some experiments, any ‘failed’ machine may be rebuilt sufficiently well; for others, failure may mean the machine is total loss. If, in the
whole experiment, the failure of a total of \( G \) machines is allowed, the total cost involved on this account is \( C_1G \); notice that this cost is fixed and pre-planned.

Next, let \( C_2 \) be the cost involved for keeping any machine under test for one unit of time. If under the SRD21, the failure times are \( (t_1, t_2, \ldots, t_G) \), then the “total machine test time”, i.e. the total number of units of time all the \( um \) machines taken together are under test, is \( t_1^{SRD} \), where
\[
t_1^{SRD} = m(u-1)(t_2 - t_1) + m(u-2)(t_3 - t_2) + \ldots + m(u-G+1)(t_G - t_{G-1}) \\
= m[t_1 + t_2 + \ldots + t_{G-1} + (u - G + 1)t_G]
\]
(8.1)
Thus, the total cost involved in keeping the machines under test is \( C_2t_1^{SRD} \).

Another component of the total cost comes from the total length of time the whole experiment is continued. It is clear from the scheme that the experiment lasts for \( t_G \) units of time. If \( C_3 \) is the overhead cost incurred for each unit of time the experiment continues, then the cost from this source is \( C_3t_G \).

The fourth component of the cost relates to the total number of machines used in the whole experiment, which under SRD21 equal to \( mu = N \). This cost deals with the actual procurement, storage and handling of the machines. We shall assume that \( \gamma(N) \), an increasing function of \( N \), is the cost of putting \( N \) machines on experiment. In some cases, \( \gamma(N) \) may increase slower than \( N \) or \( \gamma \) may even be discontinuous.

Finally, let \( C_0 \) denote the overhead cost associated with conducting the experiment. We shall assume that \( C_0 \) represents general costs such as those associated with planning the experiment, administrative and consultancy costs, etc. However, we make the assumption that \( C_0 \) is independent of \( N \), the total number of machines used in the experiment; such costs are already included in \( \gamma(N) \). With the above assumptions, the actual cost of the experiment under SRD21 is \( C_a^{SRD} \) where
\[
C_a^{SRD} = C_0 + C_1G + C_2t_1^{SRD} + C_3t_G + \gamma(N)
\]
(8.2)

8.2 The Cost Function under Generalized Type-II Censoring

Suppose we start life testing experiment with \( u \) machines each from \( m \) makes or brands. Further, we shall assume that cost of failure of a system is constant, say \( C_1 \), irrespective of the brand. Since the experiment is terminated after observing total \( G = m \ G^* \) where, \( G^* \) is a fixed number failure being observed on each brand of systems then the total cost due to failure is \( G = m \ C_1 G^* \) which is fixed and pre-planned. In this scheme there are \( m \) separate sub experiments in the sense that the way we observe the machines of type \( i \) does not
depend upon the failures of machines of type \( i' \), for \( i \neq i' \). Let \( t_{G^*i}; i = 1,2, \ldots, m \) denote the time of failure of \( G^* \)th machine of the \( i \)th type. Define \( t_{\text{max}} \) by

\[
t_{\text{max}} = \max(t_{G^*1}, t_{G^*2}, \ldots, t_{G^*m}).
\]  

(8.3)

So that \( t_{\text{max}} \), denotes the duration of experiment for which the whole experiment under Type II censoring lasts. Under this experimental scheme, the component of cost from the view point of length of the experiment, is \( C_3 t_{\text{max}} \).

Now we shall consider the cost related with total experimental time for all the units put under test. Suppose \( C_2 \) is the cost per unit time associated with testing time of a machine, irrespective of the brand. Let \( t_{1i}, t_{2i}, \ldots, t_{G^*i} \) be the failure times of \( G^* \) systems out of \( u \) systems of type \( i, i = 1,2, \ldots, m \). Then the total time the on test for the \( i \)th sub experiment is

\[
u t_{1i} + (u - 1)(t_{2i} - t_{1i}) + (u - 2)(t_{3i} - t_{2i}) + \cdots + (u - G^* + 1)(t_{G^*i} - t_{G^*-1i}).
\]

Hence, the total machine time under Type II censoring is \( t_2 \) where

\[
t_2 = \sum_{i=1}^{G^*} t_{1i} + t_{2i} + \cdots + (u - G^* + 1)t_{G^*i}.
\]  

(8.4)

The contribution of this cost is \( t_2 C_2 \).

The fourth component of the cost relates to the total number of machines used in the whole experiment, which under generalized Type II censoring equal to \( m u = N \). This cost deals with the actual procurement, storage and handling of the machines. We shall assume that \( \gamma(N) \), an increasing functions of \( N \), is the cost of putting \( N \) machines on experiment. In some cases, \( \gamma(N) \) may increase slower than \( N \) or \( \gamma \) may even be discontinuous.

Finally, let \( C_0 \) denote the overhead cost associated with conducting the experiment. We shall assume that \( C_0 \) represents general costs such as those associated with planning the experiment, administrative and consultancy costs, etc. However, we make the assumption that \( C_0 \) is independent of \( N \), the total number of machines used in the experiment; such costs are already included in \( \gamma(N) \). With the above assumptions, the actual cost of the experiment under generalized Type II censoring design is

\[
C^H_2 = C_0 + C_1 G + C_2 t_2 + C_3 t_{\text{max}} + \gamma(N)
\]  

(8.5)

We carry out Monte-Carlo simulation study for the choice of cost \( C_0 = 100, C_1 = 5, C_2 = 10, C_3 = 10 \) and \( \gamma(N) = 0.5N \) for the cost effectiveness of Self Relocated Designs and Type II censoring scheme. We consider \( m = 2 \) and \( m = 3 \) and results are given in Table 10 and Table 11 respectively. Further, we fix total number of failures \( G \) and change the number of units to be tested in the experiment. The results are given in Table 12.
### Table 10
Comparative Table of Total time under experiment, duration of experiment and cost of experiment

\[ m = 2, \alpha = 2.5, \beta_1 = 1.5, \beta_2 = 1.3 \]

<table>
<thead>
<tr>
<th>( u )</th>
<th>( G )</th>
<th>( t_{1}^{SRD} )</th>
<th>( t_G )</th>
<th>( C_{\alpha}^{SRD} )</th>
<th>( t_2 )</th>
<th>( t_{\text{max}} )</th>
<th>( C_{\alpha}^{II} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>12</td>
<td>12</td>
<td>18.7820</td>
<td>1.7329</td>
<td>377.149</td>
<td>19.3146</td>
<td>1.0437</td>
<td>375.583</td>
</tr>
<tr>
<td>24</td>
<td>24</td>
<td>37.0226</td>
<td>1.9533</td>
<td>633.759</td>
<td>38.7001</td>
<td>1.0651</td>
<td>641.652</td>
</tr>
<tr>
<td>36</td>
<td>36</td>
<td>55.4445</td>
<td>2.1190</td>
<td>891.635</td>
<td>58.2674</td>
<td>1.0770</td>
<td>909.444</td>
</tr>
<tr>
<td>48</td>
<td>48</td>
<td>73.7482</td>
<td>2.2153</td>
<td>1147.635</td>
<td>78.0618</td>
<td>1.0853</td>
<td>1179.471</td>
</tr>
<tr>
<td>60</td>
<td>60</td>
<td>92.7800</td>
<td>2.2682</td>
<td>1410.482</td>
<td>97.3652</td>
<td>1.0834</td>
<td>1444.486</td>
</tr>
<tr>
<td>72</td>
<td>72</td>
<td>110.6274</td>
<td>2.3631</td>
<td>1661.905</td>
<td>116.3868</td>
<td>1.0770</td>
<td>1706.684</td>
</tr>
<tr>
<td>84</td>
<td>84</td>
<td>129.0872</td>
<td>2.4266</td>
<td>1919.138</td>
<td>135.6755</td>
<td>1.0856</td>
<td>1971.611</td>
</tr>
<tr>
<td>96</td>
<td>96</td>
<td>147.8039</td>
<td>2.4851</td>
<td>2178.890</td>
<td>155.1307</td>
<td>1.0789</td>
<td>2238.096</td>
</tr>
</tbody>
</table>

### Table 11
Comparative Table of total time under experiment, duration of experiment and cost of experiment

\[ m = 3, \alpha = 2.5, \beta_1 = 1.5, \beta_2 = 1.3, \beta_3 = 1.4 \]

<table>
<thead>
<tr>
<th>( u )</th>
<th>( G )</th>
<th>( t_{1}^{SRD} )</th>
<th>( t_G )</th>
<th>( C_{\alpha}^{SRD} )</th>
<th>( t_2 )</th>
<th>( t_{\text{max}} )</th>
<th>( C_{\alpha}^{II} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>12</td>
<td>12</td>
<td>21.8509</td>
<td>1.2854</td>
<td>409.363</td>
<td>23.1533</td>
<td>0.7618</td>
<td>417.151</td>
</tr>
<tr>
<td>24</td>
<td>24</td>
<td>43.8813</td>
<td>1.4862</td>
<td>709.675</td>
<td>45.9688</td>
<td>0.7689</td>
<td>723.377</td>
</tr>
<tr>
<td>36</td>
<td>36</td>
<td>64.9889</td>
<td>1.5749</td>
<td>999.638</td>
<td>69.7530</td>
<td>0.7818</td>
<td>1039.348</td>
</tr>
<tr>
<td>48</td>
<td>48</td>
<td>87.62</td>
<td>1.6609</td>
<td>1304.809</td>
<td>93.0958</td>
<td>0.7911</td>
<td>1350.869</td>
</tr>
<tr>
<td>60</td>
<td>60</td>
<td>109.2432</td>
<td>1.7234</td>
<td>1599.666</td>
<td>116.2134</td>
<td>0.7855</td>
<td>1659.989</td>
</tr>
<tr>
<td>72</td>
<td>72</td>
<td>130.4666</td>
<td>1.7586</td>
<td>1890.252</td>
<td>139.2948</td>
<td>0.7852</td>
<td>1968.800</td>
</tr>
<tr>
<td>84</td>
<td>84</td>
<td>153.1389</td>
<td>1.7964</td>
<td>2195.353</td>
<td>163.3858</td>
<td>0.7908</td>
<td>2287.766</td>
</tr>
<tr>
<td>96</td>
<td>96</td>
<td>174.1128</td>
<td>1.8309</td>
<td>2483.437</td>
<td>186.4134</td>
<td>0.7911</td>
<td>2596.045</td>
</tr>
</tbody>
</table>

### Table 12
Comparative Table of total time under experiment, duration of experiment and cost of experiment for fixed failures

\[ m = 3, G = 12, \alpha = 2.5, \beta_1 = 1.5, \beta_2 = 1.3, \beta_3 = 1.4 \]

<table>
<thead>
<tr>
<th>( u )</th>
<th>( t_{1}^{SRD} )</th>
<th>( t_G )</th>
<th>( C_{\alpha}^{SRD} )</th>
<th>( t_2 )</th>
<th>( t_{\text{max}} )</th>
<th>( C_{\alpha}^{II} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>24</td>
<td>43.6102</td>
<td>1.4889</td>
<td>706.991</td>
<td>46.2987</td>
<td>0.7618</td>
<td>726.784</td>
</tr>
<tr>
<td>27</td>
<td>37.4647</td>
<td>0.9965</td>
<td>645.112</td>
<td>42.9478</td>
<td>0.7211</td>
<td>697.189</td>
</tr>
<tr>
<td>30</td>
<td>33.8933</td>
<td>0.8411</td>
<td>612.344</td>
<td>40.1854</td>
<td>0.6710</td>
<td>673.564</td>
</tr>
<tr>
<td>33</td>
<td>31.6679</td>
<td>0.7509</td>
<td>593.688</td>
<td>37.8936</td>
<td>0.6298</td>
<td>654.734</td>
</tr>
<tr>
<td>36</td>
<td>29.6046</td>
<td>0.6884</td>
<td>576.93</td>
<td>36.1021</td>
<td>0.6000</td>
<td>641.021</td>
</tr>
<tr>
<td>39</td>
<td>27.9987</td>
<td>0.6336</td>
<td>564.823</td>
<td>34.0827</td>
<td>0.5682</td>
<td>625.009</td>
</tr>
<tr>
<td>42</td>
<td>26.5895</td>
<td>0.5912</td>
<td>554.807</td>
<td>32.7037</td>
<td>0.5419</td>
<td>615.456</td>
</tr>
<tr>
<td>45</td>
<td>25.5524</td>
<td>0.5625</td>
<td>548.649</td>
<td>31.7662</td>
<td>0.5248</td>
<td>610.410</td>
</tr>
<tr>
<td>48</td>
<td>24.4787</td>
<td>0.5358</td>
<td>542.145</td>
<td>30.7383</td>
<td>0.5084</td>
<td>604.467</td>
</tr>
</tbody>
</table>
From the Table 10 to Table 12 we observe that SRD design is more cost effective as compared to generalized Type II censoring design.

9. Concluding Remarks

In this article we study SRD proposed by Srivastava [1987] and use generalized exponential distribution as lifetime model proposed by Gupta and Kundu [1999] and suggest the maximum likelihood estimation procedure to estimate parameters. Further, likelihood ratio test for homogeneity of different types of systems is carried out and through simulation we show that the said procedure is good in terms of convergence to their true values. The SRD design is always E-optimal and is A and D-optimal when shape parameter is unknown. Further, the SRD is cost effective as compared to generalized Type II censoring. Similar kind of work can be carried out for generalized exponential family of distributions. The work in this direction is in progress.
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